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Abstract—Underwater Acoustic Networks (UANs) are utilized
in many sensitive commercial, scientific and military applications.
However, current network protocols have not been designed
to defend against security attacks that can block or degrade
network communication and performance. Geographic routing is
an essential service used in UANs and current protocols are quite
vulnerable. In this paper we call attention to unique factors of
UANs that need to be considered when designing secure network
protocols and study the vulnerabilities of geographic routing
in UANs. We investigate the effects of location spoofing on a
standard UAN geographic routing protocol, Depth-Based Routing
(DBR), as a case study. We provide a preliminary spoofing attack
that can stop network traffic from reaching its destination. Attack
performance is given using detailed simulation analysis. Lastly,
we improve our attack by using a placement scheme to sample
positions in the deployment area in order to increase the attack
effectiveness while meeting energy constraints. Our attack is
tested on both static and mobile UANs.
Index Terms—Underwater Acoustic Networks, Vulnerability,

Security, Geographic Routing Protocols

I. INTRODUCTION

Underwater Acoustic Networks (UANs) have gained consid-
erable attention in recent years. With a majority of our planet
covered by water, there is a growing interest in exploring its
illusive depths, observing oceanic processes and biology and
protecting coastal and port areas. UANs are becoming rapidly
accepted as a means to accomplish these tasks as they provide
an avenue to introduce new and extend current applications
in aqueous environments [1]–[4]. These networks provide a
promising solution for efficiently and safely exploring and
observing our underwater environments.
UANs make use of underwater acoustic communication

channels in order to perform their collaborative tasks and
communication efforts. The reason for this form of communi-
cation is given by the unique characteristics of the underwa-
ter environment which prevents electromagnetic waves from
propagating over long distances. However, underwater acoustic
communication has many inherent challenges. The propaga-
tion speed of acoustic signals in water is about 1.5 × 103m/s,
which is five orders of magnitude lower than the propagation
speed of radio in air (3 × 108m/s). The bandwidth is also
limited and dependent upon both operating frequency and
transmission range. Additionally, underwater acoustic channels
are plagued by path loss, noise generated from passing ships
and sea life, multipath and Doppler spread. These factors

can create high error probability in the underwater acoustic
channel [5].
Significant progress has been achieved on addressing design

issues of UANs, such as system integration, communication
techniques and networking protocols. However, focus on pro-
viding security in these networks has been limited. Malicious
adversaries may wish to tamper with these systems by attach-
ing unauthorized nodes or disrupt a subset or potentially all
functions of the network. Recent work in [6]–[9] has shown
that UANs are vulnerable to denial-of-service (DoS) attacks,
with emphasis more on the physical layer of the network. DoS
attacks can disrupt certain aspects or functions of the network
and block communication entirely. This work has spurred an
investigation into security concerns for UANs.
In this paper we investigate the effects of malicious adver-

saries attacking the network layer, who want to exploit routing
mechanisms. While many routing protocol techniques have
been proposed, such as proactive or on-demand routing, our
focus is strictly on geographic routing for UANs. Traditional
routing protocols, such as AODV, do not work well in UANs
because of their costly route discovery process, which is un-
suitable given the long-delay characteristics of the underwater
acoustic channel [7]. Geographic or geo-routing protocols are
preferred because no dedicated route discovery process is
needed and packets can be forwarded based on the location
information of the network nodes. Additionally, location infor-
mation is a requirement of most aquatic applications and is a
practical parameter (specifically, depth information). However,
geo-routing protocols are generally based on the broadcast
nature of the acoustic channel. This can create collisions
in packet forwarding in which most protocols require self-
adaptation techniques to minimize the collision probability
if possible. More importantly, from a security standpoint,
broadcast based protocols are considered vulnerable to security
attacks, given that packet information can be overheard by
passive intruders or unauthorized nodes.
In this paper we examine the vulnerabilities of geographic

routing in UANs. Our contributions in this paper are as
follows:

• Call attention to the unique factors of UANs.
• Investigate the vulnerabilities of existing UAN geo-
graphic routing protocols, using Depth-Based Routing as
a case study.

• Derive a preliminary attack model specific to geographic
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routing protocols and present attack performance using
simulations.

• Develop an improved attack model to sample locations
in the network to maximize attack effectiveness.

The rest of the paper is organized as follows. In Section II
we review routing details, present related work and introduce
the unique factors of UANs. Section III studies the vulnerabil-
ities of geographic routing protocols and presents our prelimi-
nary attack model. Section IV provides our attack performance
using simulation analysis and presents an improved version of
our attack which is tested on both static and mobile networks.
Finally in Section V we provide our conclusions.

II. BACKGROUND

Routing protocols generally fall into two categories: reac-
tive (or on-demand) routing and proactive routing. However,
protocols in these categories do not work well in UANs.
In on-demand routing, the routing procedure is initiated by
the communication demand at a source node. During route
discovery, the source seeks to establish a route towards the
destination by flooding route request messages. In UANs
this is costly given the long and variable propagation delays
(which leads to a higher collision probability), the power
hungry operation of acoustic communication and higher bit
error rates. This degradation increases as the scale or size of
the network increases. Proactive routing, which makes use
of routing tables and has nodes constantly updating their
tables, also suffers from the same costly issues. Further, the
effect of mobility on nodes amplifies the above issues. Many
aquatic applications are not constrained to a specific area and
deployed nodes often drift due to ocean currents and sea
conditions. Network topologies can rapidly change even with
small displacements in node positions. This makes multi-hop
packet delivery challenging in UANs [2].
In order to provide scalable, efficient and robust routing

in UANs, researchers are looking towards geographic routing
mechanisms. Geographic routing relies on location informa-
tion to send data to specific geographic destinations instead of
using network addresses [10]. Each node is required to know
some location information about itself and the sender has a
specific location in mind for the destination of data. Using
this technique, a message can be routed to any location without
knowledge of the network topology or prior established routes.
For the purposes of UANs, geographic routing is becoming
the go-to technique in order to solve routing issues. Aquatic
monitoring and exploration applications are only useful with
location-aware data. This is due to the necessity to associate
sampled data with the 3D position it originated from, in
order to to spatially reconstruct characteristics of an event
[2]. Therefore, the availability of location information is a
requirement which helps to enable geographic routing. Further,
geographic routing is proven to be more efficient than pure
flooding in UANs and helps to lower the impact of node
mobility on routing performance [2].

A. Related Work
The security of geographic routing in terrestrial networks

has not gained much attention [11] but defenses against poten-
tial attackers have been proposed. In [12] the authors survey
routing mechanisms for terrestrial networks and discuss po-
tential vulnerabilities. Two geo-routing protocols, Geographic
and Energy Aware Routing (GEAR) and Greedy Perimeter
Stateless Routing (GPSR) are shown to be insecure against
Sybil attacks which forge fake location information. However,
because the focus is on general routing mechanisms, no
specific analysis of the attacks is given. A resilient geographic
routing scheme based on probabilistic multipath routing and
trust management is proposed in [11]. Location verification,
involving the use of radio signal strength (RSS), time of arrival
(TOA), time difference of arrival (TDOA) and angle of arrival
(AOA), is used to mitigate false neighbors. Additionally, each
node holds a routing table with an associated trust value, which
is updated at each transmission. Securing geographic routing in
vehicle networks is explored in [13]. Using various sensors in
the network, the trustworthiness of a node’s claimed position
can be estimated. This approach does not need a dedicated
infrastructure but does require that every node knows its exact
location with use of GPS. Similar work on secure geographic
routing in vehicle networks is presented in [14]. This work
also addresses secure vehicle communication by using GPS to
gather exact position information and then enforces plausibility
checks, such as time and velocity requirements, to ensure
messages are coming from legitimate locations.

B. Unique Factors of UANs
These existing defenses cannot be directly applied to UANs.

This is because of the inherent issues with UAN communi-
cation and system constraints [7], [8]. Making use of RSS,
TOA, TDOA and AOA in UANs is difficult because of the
inaccuracies in estimating these characteristics in acoustic
communication. Additionally, GPS does not work underwater,
making trust models using exact location constraints difficult
to achieve. We can categorize five unique factors of UANs
that influence protocol design and are generally not considered
in terrestrial sensor networks. These factors are high bit
error rates, large and variable propagation delays, narrow
bandwidth, computational and energy constraints and a lack
of accurate full-dimensional location information. We will also
discuss how each factor affects the design of potential security
countermeasures.
High bit error rates are the result of underlying channel

effects such as multipath and fading. Environmental effects
such as water turbulence, currents, ship activity and sea life
can also cause high bit error rates. These characteristics affect
the link quality between a sender and a receiver which can
result in many packets being lost or unable to be decoded at
the receiver. In severe scenarios, connectivity between nodes
can be completely lost. The effects of high bit error rates
can be sporadic or frequent given the dynamic nature of the
underwater environment. Channel conditions are rarely the
same, even over short time periods. This plays a crucial role in
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designing security mechanisms for UANs. A secure protocol
scheme should avoid relying on the use of security packets or
control/data packets as these packets may get lost. This limits
the use of authentication and verification schemes.
Large and variable propagation delays are caused by the

speed of sound in water. Acoustic signals in water propagate
much slower than radio waves in air. This allows malicious
adversaries more time to block or manipulate the communica-
tion signal and less time for the network to respond or combat
security threats. Further, given a network where nodes are
affected by ocean currents, empirical observations propose that
underwater sensor nodes move at a speed of 3-6km per hour
with an effective dispersivity from 10−3 to 103cm2/s in the
vertical direction and from 10−3 to 105cm2/s in the horizontal
direction [15]. This node mobility will make propagation
delays highly variable impacting potential schemes that might
make use of propagation delay knowledge, such as TOA and
TDOA.
Additionally, the narrow bandwidth of acoustic channels is

an issue. This means that the data rate will decrease as the
transmission range increases, limiting the amount of infor-
mation that can be sent or shared and increasing packet size
overhead. Secure protocols should further minimize including
security information into packets as the usable data rates are
already limited.
Another factor is the power constraints of UAN systems.

While terrestrial sensor networks also have rigid power con-
straints, UANs are often considered a more extreme case.
Acoustic communication is a power hungry operation and
consumes more energy to transmit than that of radio com-
munication. Additionally, UANs are deployed in more harsh
conditions and most researchers want to maximize deployment
lifetime as retrieving these systems is difficult and costly.
A security scheme will want to minimize the use of many
transmissions and movement (if mobile) in order to secure the
network or combat against an attacker.
The final factor is the lack of accurate full-dimensional

location information. This is especially important to geo-
graphic routing and network mechanisms, both security and
non-security related. In UANs GPS does not work well under-
water and therefore every node (except surface nodes) cannot
guarantee reliable positioning information, aside from depth
which can be determined easily using a sensor. This impacts
schemes that make use of existing security mechanisms which
rely on attaining exact full-dimensional location information
to use verifiers and location checking for trust management
schemes. Additionally, networks can be highly dynamic given
the potential mobility of network nodes. While localization in
UANs is well studied and maturing rapidly, the availability of
frequent and accurate full-dimensional positioning information
of each node is challenging without assistance from GPS. We
emphasize this factor for its impact on defense mechanisms
and note that current geographic routing protocols in UANs are
quite effective without accurate and full-dimensional location
information, such as [16] and [17].
The work in this paper will study the vulnerabilities of

geographic routing protocols in UANs. We are not aware of
any work to date that involves security aspects in geographic
routing protocols for UANs. While traditional security meth-
ods, such as cryptography, are an essential network security
building block, we note that many security threats, including
the one presented in this paper, threaten UANs even with an
ideal cryptographic system in place. For the purpose of this
work, we assume that no cryptographic system is in place or
that it has been breached. Key distribution and authentication
schemes come with high communication overhead and latency,
are energy and computationally consuming and do not scale
well for dense networks. Additionally, even with cryptographic
methods, attacks can still be launched against the network.
Nodes are generally scattered in a large region that may
be unmanned or not monitored by network operators and
therefore physical security is jeopardized and nodes can easily
be compromised, tampered with and then injected back into
the network [7], [8], [18].

III. VULNERABILITY ANALYSIS
In this paper we will focus on a standard geographic

routing protocol for UANs, known as Depth-Based Routing
(DBR). DBR [16] is a depth-based protocol that utilizes the
unique properties of UANs: specifically, that data sinks are
generally located at the water surface. DBR greedily forwards
data packets towards the water surface based on the depth
information of each node. In DBR, a data packet will record
a unique ID when first created and the depth information of
its most recent forwarder. The depth information is updated at
every hop with the depth of the node forwarding the packet.
The basic idea of DBR is that when a node receives a packet
for the first time, it will queue this packet for forwarding if
that node’s depth is smaller than the depth recorded in the
packet from the sender (i.e. dreceiver < dsender) and the depth
difference between that node and the sender is greater than
some predefined threshold (TH) (i.e. (dsender − dreceiver) >
TH). Otherwise, it will discard the packet. However, depending
on the topology, a packet may be forwarded along multiple
paths to the sink or void areas, which is not addressed in
DBR.
In order to reduce redundant forwardings, DBR includes a

mechanism to suppress redundant packets. This mechanism is
known as the holding time. When a node receives a packet,
there might be multiple nodes in the same area that qualify
for forwarding, therefore each node will hold the packet for
a certain amount of time after it is queued, the holding time.
A node that is closer to the surface of the water will have a
shorter holding time, resulting in a higher priority to forward
the packet. When this node forwards the packet, its neighbors
will receive the packet. Any node that receives a duplicate
packet during its holding time will check a similar constraint
as above. If dreceiver ≤ dsender and (dsender − dreceiver) >
TH, it will update its holding time with the minimum holding
time of the two. Otherwise, it will drop this packet. Therefore,
neighbors at a lower depth (i.e. physically below the optimal
receiver), who already have the packet but are in the holding
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Fig. 1. Visualization of typical DBR scenario

phase, will become suppressed and discard the packet. The
neighbors at a higher depth will receive the packet and enter
their own holding phases. This process will be continued until
the packet reaches the intended sink at the surface.
We further explain how DBR works using Figure 1, where

we have one sender, S, and three receivers, R1, R2, R3.
The sender will record its depth information into the data
packet and broadcast this packet, in which all nodes inside
the sender’s transmission range (the dashed line) will hear,
R1, R2, R3. Each receiver will compare their depth with the
depth recorded in the packet they receive. In this scenario, R3
will immediately discard the data packet since it came from
a node that is closer to the surface. R1 and R2 will compare
the depth information and both observe that they are potential
candidates to forward the packet. Both nodes will then hold
the packet for their calculated holding time. R2 is closer to the
surface than R1 and therefore has a shorter holding time and
will forward the packet first. It is the optimal next hop in the
network. Once R2 forwards the packet, R1 will receive this
packet during its holding time and then discard the original
packet from S because it is no longer a good candidate to
forward.

A. Security Vulnerabilities
Geographic routing protocols route packets based on dis-

tance information and not connectivity information. This
technique increases security concerns because of the use of
location information, which is included in each data packet
transmitted in the DBR protocol. Since no governing mecha-
nism exists to verify that a node is in fact at the position it is
claiming, malicious attackers can easily exploit the system.
The specific weakness, or attacking point, of DBR comes
from its heuristics to save energy by deterring redundant
transmissions of data packets. The holding time, used to
schedule the forwarding of data packets, allows for malicious
users to exploit this protocol and implement various routing
disruptions on the network.
While the work in this paper focuses on the use of DBR

as the routing protocol, other geographic routing protocols
designed for underwater networks use similar techniques to
schedule forwarding. For example, Vector-Based Forwarding
(VBF) [19] uses a desirableness factor in order to calculate
how long the protocol should wait before forwarding a packet,
known in VBF as Tadaption. This is a similar technique

Fig. 2. Visualization of preliminary attack model

compared to DBR’s holding time. HH-VBF [20] is another
protocol using this technique. Further, HydroCast [17] uses the
broadcast nature of the acoustic channel for nodes to overhear
transmissions and calculate their own forwarding priority and
then compare it against the distance in that transmission.
Therefore, we show that the work in this paper can easily
be adapted to other underwater geographic routing protocols
and use DBR as a case study.

B. Preliminary Attack Model

In this section we will discuss the attack model for our
adversary. We assume that the network of interest is stationary
or static. We evaluate the case of mobile nodes in a later
section. We also assume that the transmission range for
legitimate nodes and the attacker is the same. We formally
define dsurface as the depth of the surface node with a value
of 0 and dfloor as the depth of the ocean floor. The network
is bounded by dfloor and dsurface such that all node depths,
d, are that of dsurface ≤ dfloor. We also define the following,
dattacker as the actual depth of the attacker, dspoof as the
spoofed or fake depth of the attacker, dsender as the depth
of the sender of the message, doptimal as the depth of the
receiver or optimal next hop in the network and R as the
maximal transmission range of a node. We assume that the
attacker is in range of an optimal node and a sender. We start
with a network such that dsurface < doptimal < dattacker
< dsender < dfloor. This is represented in Figure 2, where
S is the sender, A is the attacker’s actual position, SA is the
spoofed (fake) attacker position and OR is the optimal receiver
or next node.
The attacker will start in a passive mode where he will

try to eavesdrop network transmissions between at least two
nodes in his area. A sender or forwarder sends a message
and the optimal receiver will get this message, calculate its
holding time and then forward this message at the end of
its holding time. Since the optimal receiver always forwards
first, all other nodes in the area that received the original
message will become suppressed upon hearing the optimal
receiver’s message. Each packet in DBR will contain the
value of doptimal and by having the attacker eavesdrop the
transmissions in an area, it can determine the depth of the
original sender or forwarder and its optimal receiver (the
next forwarder). The attacker can then continue to listen to
see if he can hear any more forwarders. In some cases, the
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attacker might be able to hear more than one hop given the
topology conditions. In either case, the attacker will know
the depths of the nodes sending or forwarding. When the
attacker receives another packet from the original sender, he
can then immediately forward that packet with his fake depth,
dspoof , encoded into the packet. Every node in the attacker’s
transmission range will hear this message and then drop their
packets. This is because they received the same packet from a
node claiming to be at a better position. It does not matter if
the legitimate packet or the attacker’s packet is heard first, in
either case the packet will be dropped as long as dspoof is a
better position than their own. This attack suppresses network
traffic and ends the flow of data through this area completely
because the attacker has mimicked that he is above them and
forwarding upwards.
The choice of dspoof decides the attack performance. De-

pending on many factors or the amount of knowledge known
about the network, attackers may choose different values. If
the attacker does not know much about the network at first, to
ensure that no node will forward a packet, the attacker should
set dspoof ≤ (doptimal − R). This will make it such that any
node that receives this packet will instantly drop the original
packet from its queue or ignore it (if not queued) since the
depth in the packet is better than the node that might receive it.
This is due to the fact that it fakes the location of a node just
outside of the optimal receiver’s communication range. Since
the attacker itself cannot communicate to the depth of doptimal

- R (because doptimal < dattacker), it is guaranteed that any
node who receives the packet will be at depths greater than
the depth in the packet. Therefore, the design of DBR ensures
that no one will forward the packet. Further, the constraints
mentioned above in Section III-A for a node to be considered
a forwarding candidate, enforce a minimum depth bound for
the attacker. In order to be successful in attacking the network,
the attacker must use a value for dspoof of at least the depth of
the optimal receiver (DOR), otherwise it will be ignored. We
confirm this and further explore the performance of different
values of dspoof in our experiments in Section IV and IV-A.
This attack is powerful because it is easy to perform on

a network and also maintains the integrity of the data being
transmitted in the network. There is no need to manipulate or
modify any data encoded in the packet, other than the depth
information, which is already modified at every step of the
forwarding process. Essentially, the attacker’s packet is the
legitimate data but with a fake depth encoded into the packet.
This limits the noticeable traces of the attack.
Another item to mention is that the time frame before a node

sends or forwards a packet can be large. In order to calculate
the holding time (which decides the time frame), DBR uses
the following equation:

f(d) = 2τ/δ × (R− d) (1)

where d is difference between the depth of the sender and the
node that received the packet and τ = R/vo, where vo is the
propagation speed of sound in water, R is the transmission
range and δ is a parameter set by the network operator from
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1 to R. The δ parameter is used to set how DBR should
operate. With a larger value, each node will hold the packet
for a shorter time, decreasing average end-to-end delay but
increasing redundant forwardings and with a smaller value,
each node will have a longer holding time with an increased
average end-to-end delay. Obviously, a smaller δ minimizes
unnecessary transmissions and decreases energy consumption.
In Figure 3 we compare the holding time using different

values of δ (as the difference in depth between the sender
and receiver increases) and the propagation time (as distance
increases). We note that, given the scale of the graph, it
is difficult to observe that the propagation time is in fact
increasing over distance. As we observe from this graph, when
DBR is not in a flooding mode, i.e. δ is not larger than 50,
the holding time is much longer than the propagation time.
Therefore, an attacker has a bigger buffer range to adjust its
attack or wait longer to be more discrete. While the attacker
does not need to know the exact holding time, as we send out
our attack packet immediately after receiving a packet, picking
a more discrete time to send is an interesting problem of its
own. We leave this for future work. However, in Figure 4
we zoom in to the boxed area on Figure 3 and show that
when a receiver is nearing the edge of the senders transmission
range, its holding time is smaller than the propagation time.
Therefore, the attacker has no room for waiting and must send
its fake packet immediately.
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IV. ATTACK PERFORMANCE
In order to test our proposed attack scheme we have devel-

oped a simulation environment with a graphic visualizer that
shows the network and how messages are propagating. This
environment is used to simulate the DBR routing protocol, the
underwater communication channel and the attacker model.
We have developed the simulator using Java and due to
space limitations we refer the reader to [21] for architecture,
implementation and fidelity details.
For our experimental analysis we generated 5 random fully

connected networks (meaning that at least one path to the
surface exists) in a 1000m×1000m×1000m area. Each de-
ployment had 35 randomly deployed network nodes, 3 surface
nodes, 1 randomly deployed attacker close to a network path,
a transmission range of 200m, δ = 5, a send depth = 900m
and a threshold = 10m. A send depth means that only nodes
deeper than 900m will send new data, the rest of the nodes
will act as forwarders and a threshold is a parameter set by
DBR that sets a constraint on how far away the next node
must be in order to forward. In this case, a node must be
greater than 10m above the sender/forwarder that it received
the packet from in order to consider forwarding this packet.
The experiment was run for 300 seconds where data packets
were sent randomly every 5 to 10 seconds for the first 90
seconds of the experiment, the rest of the time is for packets
to finish propagating through the network. We average these
results over 50 simulations. The results can be seen in Figure 5,
where each trial number is the network number. The blue bar
is the attacker efficiency, the number of packets stopped by
the attacker divided by the number of packets the attacker
received or could stop, the green bar is the number of packets
the attacker stopped or killed divided by the total number of
packets sent out in the network and the red bar is the number
of packets received at the surface nodes divided by the total
number of packets sent out. We can draw from these results
that the attack works well but that the topology will play an
important role in attacker effectiveness.
As mentioned in Section III-B, dspoof , or the faked location,

will have an impact on the effectiveness of the attack. We have
experimented with various spoofed depths on network 4 from
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Fig. 6. Simulation results for various spoofed depths

the previous experiment. The settings and simulation details
are the same. The results can be seen in Figure 6. In the
first experiment, the attacker spoofs a depth of 0. The second
experiment has the attacker spoofing the depth of the optimal
receiver (DOR) in the routing path minus the transmission
range (i.e if the optimal receiver has a depth of 300m, the
attacker spoofs a depth of 100m). We note that DOR is the
depth of the optimal receiver in the attackers range. The third
experiment uses a depth of DOR-10m, which is a depth just
above the optimal receiver (a depth of 290m using the previous
example). In the fourth experiment, the attacker pretends to be
at the same depth as the optimal receiver, the fifth experiment
is 1m below the optimal receiver and the final experiment is
DOR+TH (a depth of 310m using the previous examples). The
results show that any depth smaller than DOR or DOR itself
will perform at almost 100% effectiveness in this network.
As expected, depths larger than DOR have no effectiveness.
The reason for this is because of the constraints (discussed
in Section III) set by DBR on how a node decides if it will
forward a packet or not.
We further tested the use of DOR as the value of dspoof on

the other 4 networks from the first experiment. These results
were also the same as using a value of DOR-TR for dspoof .
These results do not suffer major performance degradation
because no other nodes exist in the attackers transmission
range that might be a better candidate. In Section IV-A we
perform this experiments again using our improved attack
model.
Another experiment was performed to analyze the effects

of δ in the DBR protocol. This parameter is used to calculate
the holding time as shown in Equation 1. Again, a larger
value for δ will result in a shorter hold time, increasing
redundant forwardings, and a smaller value will result in a
longer holding time with reduced forwardings. We tested our
attack scheme on network 4, the same network used in the
depth experiments. All parameters and simulation settings are
the same. We varied δ from 1 to R and each value resulted
in the same attack performance. The attackers efficiency was
100% and the number of packets killed was between 96% and
98%. It is clear that δ has no effect on attack performance.

A. Improved Attack Model
Network topologies are highly dynamic. Therefore, we

have developed an improved attack model to traverse any
given deployment area and find an optimal location to attack
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the network. This is a difficult task as the attacker has no
knowledge of exactly how well its attack is performing on the
network as a whole or even at a given area. However, our
approach shows that we do not need to know this information
since we can exploit the nature of underwater geographic
routing by trying to locate routing paths.
We introduce our approach as follows: the input is a

deployment area, which is then partitioned into a grid region
by the transmission range of the attacker using a depth of 1m
as the top plane since we do not want the surface nodes to
hear our attacker. We assume the attacker is mobile, in this
case an autonomous underwater vehicle (AUV), and can enter
the deployment area from any side or the top of the network
and can record its movement for future navigation. Once the
search area has been input, the attacker will move to the first
position in the grid and begin listening for packets to discover
routing paths. The goal is elegant: the attacker will traverse
across the plane it is on and try to find a single routing path.
It will listen for data transmissions in each grid position on
the current plane as it traverses across until it reaches the last
position on the plane. If the attacker only heard transmissions
at one location then it will move to this location, as it is the
best spot in the network to attack.
Given the routing nature, from some depth to the surface,

discovering the plane with only one routing path implies you
have found a bottleneck in the topology as all data must be
transmitted through this area. However, if the attacker found
more than one routing path, he can set these locations as
the new search space bounds and begin searching in the next
plane (below or above, dependent on its current location) to
try and find a converging path. If the distance between the
two furthest boundaries is greater than twice the attackers
transmission range then it should go up or down two planes
since it is unlikely that those two paths will converge in the
next plane given their distance apart. If the attacker moves
down and searches between the new bounds and does not find
a converging path but finds that he stops hearing traffic at one
of the boundaries, he will expand his search in that direction
until he picks up the path again, correcting the bounds. If
he does not correct this, the attacker could think he found
a single path when really one path just moves farther away
with depth. In the case that a single path cannot be found,
the attacker will move to the location where it heard the
most traffic when its energy has reached a threshold used for
searching. In cases of multipath routing, when no convergence
can be found, the attacker will have to settle for the location
with the most observed traffic. This opens up one direction
for future work with distributed and collaborative attackers.
We make use of existing energy requirements from a well-
known AUV, known as the REMUS [22], which can operate
for 8 hours at 5 knots or up to 20 hours at 3 knots. We also
note that in each experiment, the network is assumed to have
been operating before our attacker enters the deployment area.
The results of our improved attack model on the previous 5

network topologies from Section IV can be seen in Figure 7.
This figure shows that the attacker was able to find an optimal
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Fig. 7. Improved attack model results for previous 5 networks

Fig. 8. Search positions and data transmission route

position for all networks, increasing the attack performance
over random placement and comes close to a 100% packet kill
rate (except in network 1). Networks 2-5 all had convergence
points while network 1 had two paths. Therefore, network
1 only allowed for roughly 50% effectiveness. We further
summarize our improved attack model performance on these
networks in Table I, which shows how long it took (in
seconds) for our attacker to find the best position and how
many locations were checked before finding the best spot. We
note that the time to find a location is a result of how fast
the attacker could traverse the network (we use a speed of
2.57222m/s, taken from the REMUS AUV) combined with
the listening time at each position, in these experiments the
listening time is 60 seconds. In the case of network 2, the best
position was the last position on the plane, while in network
3 the best position was at the first position of the plane and
therefore the attacker had to go all the way back to reach this
position.
As we observe from the search time, the energy consump-

tion by searching is small (move time in Table I), leaving the
rest of the energy life for attacking the network. In Figure 8
we show the positions our attacker searched and the flow of
data packets in the network for network 4. We note that the
blue nodes are regular network nodes, the green nodes are
surface nodes and the red nodes are the attacker positions. We
do not show the sender on the right side of the network as it
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becomes a void zone (i.e. no path to the surface exists).
Additionally, we wanted to further test how setting dspoof

affects the performance of the attack. We ran our improved
attack model again on each of the 5 networks and when the
best location was found, the attacker started its attack phase.
This time, instead of using DOR-TR as the spoofed depth,
the attacker used DOR (which is the depth of the legitimate
optimal receiver in the area). The results were the same as
using a depth of DOR-TR as there were no nodes in the
attackers transmission range that had better positions. For
static networks, spoofing a depth of DOR is quite powerful,
especially given that it mimics the depth of the legitimate
receiver.

TABLE I
IMPROVED ATTACK MODEL PERFORMANCE

Network # Move Time (s) Total Time (s) Positions Checked
1 388.769 588.769 4
2 233.26 383.26 3
3 544.27 724.27 3
4 466.52 646.52 3
5 311.01 491.01 4

B. Impact of Mobility
Until now, we have analyzed our attack performance on

static networks. In this section we will analyze our improved
attack on a mobile network using a kinematic model from
[23] known as the Tidal Mobility Model, which captures the
chaotic stirring in tidal areas. We approximate this mobility
similar to [24] and is as follows:{

Vx = k1λυ sin(k2x) cos(k3y) + k1λ cos(2k1t) + k4
Vy = −k1λυ cos(k2x) sin(k3y)

(2)

where Vx is the speed in the x axis and Vy is the speed in the
y axis. Additionally, k1, k2, k3, λ, and υ are variables closely
related to environmental factors such as tides and bathymetry.
These values change in different environments. As well, k4 and
k5 are random variables. We assume k1 and k2 are random
variables which are subject to normal distribution with π as the
mean and (0.1π)2 as the standard deviation; k3 is subject to
the normal distribution with 2π as the mean and (0.2π)2 as the
standard deviation; λ is subject to the normal distribution with
1 as the mean and 0.012 as the standard deviation; υ is subject
to the normal distribution with 0.2 as the mean and (0.01)2 as
the standard deviation; and k4 and k5 are subject to the normal
distribution with 0.1 as the mean and (0.01)2 as the standard
deviation. The effect of mobility in the 2D case is shown in
Figure 9 where the red node is the starting location and the
green node is the end location after 6000s. This model was
originally produced for 2D networks and therefore we adopt
a 3D version of this model.
We use the same network, network 4, as used in our

previous experiments. The simulation settings and parameters
are the same except for the value of δ, which has increased
to shorten holding times for mobile networks. We assume
the senders are anchored to the bottom of the sea floor,
otherwise, network connectivity is largely affected. For clarity,
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Fig. 10. Performance of improved attack on a mobile network

the settings are a 1000m×1000m×1000m area deployment
area with 35 randomly deployed network nodes, 3 surface
nodes, a transmission range of 200m, δ = 25, a send depth =
900m and a threshold = 10m. Given the mobility of the nodes,
if a node reaches the surface it is randomly redeployed back
into the network and if a node hits a side boundary it is placed
on the opposite side boundary at the same depth location. This
ensures 35 network nodes in the deployment area and helps
to maintain network connectivity. We assume the network has
been operating for some time before the attacker node enters
the area. Once the attacker finds its optimal location, it will
then launch its attack.
We gather attack performance over the course of 110

minutes. The results can be seen in Figure 10. The top figure
shows the attacker efficiency over time, where anything lower
than 100% means the attacker is not stopping all the messages
it could have stopped, except when the efficiency is at 0%,
which means that the attacker is not hearing any messages
in his area. The bottom figure shows the number of packets
that were killed by the attacker and the number of packets
received at the surface. We note that network connectivity is
lost between the time period of minutes 5-8, 42-44, 48-49, 51-
52, 82-84 and 87-91. As the figure shows, mobility impacts
the attacker performance. Looking at the attacker efficiency,
when it begins to slope down, such as between the time period
of minutes 33-40, it shows that nodes are slowly moving out
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of the attackers transmission range and the attack is slowly
worsening, until all forwarding nodes move out of the area and
no more nodes in his area are forwarding data or exist. The
same applies for nodes moving into the attackers area, such as
between the time period of minutes 50-75 when the attack is
getting better and better each minute. In some cases network
connectivity is slightly affected, such as between the time
period of minutes 100-110. The attacker is killing roughly 50%
of the packets being sent but no packets are being received
at the surface, implying that the other 50% are lost due to
connectivity issues along the way.

TABLE II
IMPROVED ATTACK MODEL PERFORMANCE ON A MOBILE NETWORK

Move Time (s) Total Time (s) Positions Checked
4629.996 4959.996 6

We can observe from this figure based on the time periods
that there appears to be two general routing paths that the
nodes move between. The search time can be seen in Table
II. The search time is large because the attacker tried to find
a convergent path but was affected by the mobility of nodes.
Additionally, the position that was determined to be the best
was a much earlier sampled location and therefore roughly
35% of the total time was the attacker moving back to that
position. It is clear that for mobile networks, in order to obtain
more effective performance the attack model needs to be
tuned accordingly. One potential avenue is mobility prediction
similar to what is used in localization techniques. We leave this
notion for future work.

V. CONCLUSION

In this paper we have called attention to unique factors of
UANs and studied the vulnerabilities of geographic routing
protocols in UANs. We have proposed a preliminary spoof-
ing based attack model for underwater geographic routing
protocols, using DBR as a case study. We provided detailed
simulation analysis on attack performance using various net-
work topologies and studied the performance of different
spoofed depths. Additionally, we introduced an improved
attack model for static networks that locates the best position
in a given topology to launch an attack while maintaining
energy requirements. Our attack is shown to be powerful and
minimal in terms of traces left behind, because no data needs
to be manipulated or compromised. Our improved attack was
further tested against mobile networks and performs well but
could be improved by considering movement predictions.
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